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Abstract

In this paper, we investigate how moving objects can be detected when im-
ages are impacted by atmospheric turbulence. We present a geometric spatio-
temporal point of view to the problem and show that it is possible to distinguish
movement due to the turbulence vs. moving objects. To perform this task, we
propose an extension of 2D cartoon+texture decomposition algorithms to 3D
vector fields. Our algorithm is based on curvelet spaces which permit to better
characterize the movement flow geometry. We present experiments on real data
which illustrate the efficiency of the proposed method.

Keywords: Moving object detection, atmospheric turbulence, decomposition,
curvelet spaces

1. Introduction

Detection of moving objects in sequences of images is a standard problem in
video processing, notably for video surveillance or military applications. Gen-
erally such algorithms are based on two main steps: the first step detects all
moving objects while the second step performs the tracking of these different
objects and permits to reject objects with erratic movements. The second step
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is usually based on some adaptive filtering (e.g. Kalman filter [1]) and will not
be investigated in this paper. The algorithms used to perform the first step
can be divided into two main families: background subtraction or optical flow
based methods. Background subtraction methods aim at estimating the fixed
background in the sequence [2, 3]. The estimated background is then subtracted
from each frame and the resulting sequence is then thresholded, providing only
clusters of pixels corresponding to changes, i.e moving objects. Optical flow
based techniques [4, 5, 6, 7, 8, 9] aim at estimating the velocity vector field
corresponding to movement present in the sequence, i.e. each pixel contains a
vector representing the displacement of that pixel from the current frame to the
next one. In this paper, we consider the detection of moving objects through
observations affected by atmospheric turbulence. It is straightforward to imag-
ine that the presence of turbulence will create additional movement over the
whole image, hence challenging the previously cited methods.
Imaging through atmospheric turbulence has generated many contributions,
mainly for restoration purposes [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22,
23, 24, 25, 26] just to cite a few. The addressed question was how to get a “clean”
image from a sequence of observations which are distorted by the atmospheric
turbulence. Interestingly, the problem of detecting moving objects through
atmospheric turbulence has been investigated only by a few people. Most con-
tributions introduce modifications of the background subtraction method and
more importantly they design very specific tracking steps to take into account
the outliers introduced by the turbulence. For instance, in [27], the authors
propose to use an adaptive thresholding technique to distinguish clusters of tur-
bulence movement vs. object movement. The same type of approach is also used
in [28, 29]. Experimentally, we can observe that this idea does not work well
when the velocity magnitudes of both types of movement are of the same level.
A two-level thresholding technique combined with a neural network is described
in [30]; the challenging aspect to this method is how to train the neural network
to be efficient in most situations. In [31], the authors extend the background
subtraction technique to a background+moving objects+turbulence movement
separation model by using a low-rank+sparse decomposition approach. This
method is directly applied on the sequence frames and does not use any velocity
information. Moreover, it requires an a priori model to make the distinction be-
tween moving objects and turbulence but such a model is not necessarily easy
to build. It is interesting to notice the work in [32] where the authors’ initial
purpose is to perform super-resolution while taking into account moving ob-
jects. The proposed algorithm includes a step which aims at identifying moving
objects. To do so, the authors propose to compute the standard deviation of
the velocity vector orientations within a small neighborhood. The key idea is
that the moving object must have consistent velocity orientations, whereas the
turbulence velocity is more chaotic.
In this paper, we propose a new approach, also based on the idea of consistency,
to separate movement due to the turbulence vs. moving objects. Our key idea
is to consider the 2D+Time movement vector field as a whole and notice that a
consistent movement corresponds to a geometric structure while the turbulence
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movement corresponds to oscillating vectors. We then propose to decompose
the original vector flow into a geometric vector flow and an oscillating vector
flow. Techniques decomposing non-oscillating v.s oscillating component were
widely studied in image processing to decompose images into their cartoon and
textures parts [33]. The main idea is to decompose an image f into its geomet-
ric and textures components, u and v, respectively, such that f = u + v. Such
decomposition is performed by minimizing a functional like

(û, v̂) = argu∈X,v∈Y min ‖u‖X + λ‖v‖Y ,

where the spaces X and Y are well chosen to correspond to the expected char-
acteristis of each components. More details will be given in Section 3. Some
vector flow decomposition methods were proposed in [34, 35]. The authors aim
to decompose flows into their divergence and curl free components for the pur-5

pose of extracting fluid motion information useful in fluid mechanics. In this
paper, we propose a different type of decomposition which focuses on separating
the non-oscillating and oscillating component of a vector field. To perform such
task, our model minimizes a functional based on curvelet spaces norms. This
permits to better characterize the presence of geometric structures.10

The rest of the paper is organized as follows. Section 2 introduces a geometrical
point of view of consistency and explains why this problem can be solved as a
vector field decomposition problem. Section 3 recalls decomposition methods in
image processing and introduces our decomposition model for spatio-temporal
vector fields. In Section 4, we will experimentally investigate the decomposi-15

tion efficiency, the impact of the chosen movement flow estimation technique,
the impact on the detected object, as well as comparison with a background
subtraction technique. Finally, Section 5 will conclude the proposed work.

2. Moving objects in turbulent media

Let us first illustrate some specific sequences impacted by the presence of20

atmospheric turbulence. Figures 1, 2 and 3 present several frames from the
sequences Car1, Car2 and Car4 (see movies car1.avi1, car2.avi2 and car4.avi3,
note that we didn’t use the Car3 sequence from OTIS since it is very similar
to the Car4 sequence) from the Open Turbulent Image Set (OTIS) [36]. Here
we used the Diffeomorphic Demons algorithm to estimate the deformation flow.25

Of course other flow estimation techniques could be used and we investigate
the influence of choosing other algorithms in Section 4. Clearly, the turbulence
creates dynamic local deformations which are confirmed by the velocity vector
fields given on the second column (see movies car1-mov.avi4, car2-mov.avi5 and

1http://jegilles.sdsu.edu/movies/VFD/car1.avi
2http://jegilles.sdsu.edu/movies/VFD/car2.avi
3http://jegilles.sdsu.edu/movies/VFD/car4.avi
4http://jegilles.sdsu.edu/movies/VFD/car1-mov.avi
5http://jegilles.sdsu.edu/movies/VFD/car2-mov.avi
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Frame 10

Frame 30

Frame 50

Figure 1: Several frames from the OTIS Car1 sequence (frame index in first column and actual
frame in second column). The third column shows the velocity vector field corresponding to
each frame.

car4-mov.avi6) of each figure (the color wheel on the right of the figures gives30

the correspondence between the color and the vector direction). Each pixel in a
given frame is clearly subject to some movement. Moreover, these vector fields
primarily consist of random vectors (both in direction and magnitude). There-
fore, it is almost impossible to distinguish the movement information which cor-
responds to moving object vs. moving atmosphere; therefore a new approach35

is needed. Our vision of the problem is biased by the fact that we watch the
sequence frame by frame (i.e. a temporal succession of 2D images). In this
paper, we consider the whole sequence as a single spatio-temporal space. In
particular, if we visualize the colored vector field as a cube of data (i.e. each
pixel in the 3D space is a 2D vector), we can see the emergence of geomet-40

6http://jegilles.sdsu.edu/movies/VFD/car4-mov.avi
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Frame 150

Frame 200

Frame 250

Figure 2: Several frames from the OTIS Car2 sequence (frame index in first column and actual
frame in second column). The third column shows the velocity vector field corresponding to
each frame.

ric patterns. Indeed, if the turbulent movement is random in both space and
time, the movement of a moving object is expected to be “consistent”, i.e a
moving object follows some non-erratic trajectory. This concept is illustrated
in Figure 4 where slices corresponding to x− time planes (y is fixed) are shown.
This visualization confirms that a moving object creates a geometric pattern in45

the space-time volume while the atmospheric turbulence velocity field behaves
in a random fashion. Although the classic Kolmogorov theory of turbulence
shows that some autosimilarity distribution exists within the turbulence, such
property is difficult to use to model the movement field induced by the turbu-
lence. Instead, we will take a purely visual point of view: when we observe a50

sequence of frames, we can notice that fixed strutures in the images oscillate
about their average position. This observation suggests that we can consider
that components of the turbulence vector field can be modeled by oscillating
functions. Therefore, we suggest that detecting moving objects through atmo-
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Frame 20

Frame 40

Frame 60

Figure 3: Several frames from the OTIS Car4 sequence (frame index in first column and actual
frame in second column). The third column shows the velocity vector field corresponding to
each frame.

spheric turbulence can be achieved by separating non-oscillating vs. oscillating55

components of the vector fields. This idea is explored in the next section.

3. Decomposition methods

The idea of separating oscillating vs. non-oscillating components has been
widely studied in image processing. The specific purpose of these investiga-
tions was to separate the cartoon component from the texture component in a60

given image. The cartoon and texture parts correspond to non-oscillating and
oscillating functions, respectively. In this section, we extend such algorithm to
spatio-temporal vector fields. We first recall the formalism used in the image
processing case and then introduce the vector field case.

6



(a) Car1 (b) Car2

Figure 4: 3D spatio-temporal patterns visualization in the velocity vector fields of the Car1
and Car2 sequences.

3.1. Image decomposition65

Given an image f , the purpose of the cartoon + texture decomposition is
to find two images u (the cartoon, i.e. piecewise constant function) and v (the
textures, i.e. oscillating function) such that f = u + v. This concept was
proposed by Meyer [33] in his investigation of the Rudin-Osher-Fatemi (ROF)
model [37]. Meyer proposed to solve the following variational model to find such
a decomposition.

(û, v̂) = arg min
u∈BV,v∈G

‖u‖BV + λ‖v‖G,

where λ is a parameter, BV is the space of functions of bounded variation and
G is the dual space of the closure of BV in the Schwartz class; this space G
corresponds to oscillating functions. Unfortunately, the norm on the G space
is difficult to handle numerically. Several authors [38, 39, 40, 41, 42, 43] have
proposed different modifications of this model, leading to tractable algorithms.70

In particular, Aujol et al. [38] proposed to solve the following model.

(û, v̂) = arg min
u∈BV,v∈Gµ

‖u‖TV + J∗G

(
v

µ

)
+ (2λ)−1‖f − (u+ v)‖L2 , (1)

where λ, µ are parameters, ‖.‖TV is the total variation (the norm associated with
the homogeneous version of BV ), Gµ = {v ∈ G/‖v‖G ≤ µ} and J∗G corresponds
to the characteristic function on Gµ defined by

J∗G

(
v

µ

)
=

{
0 if v ∈ Gµ
+∞ otherwise

.

Other function spaces were proposed in replacement of BV and G. Sobolev
spaces were used in [41] and Besov spaces in [39]. The particular case of Besov
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spaces [44], Ḃsp,q (the homogeneous version of these spaces), is numerically inter-
esting since Besov spaces can be characterized by the mean of wavelet coefficients75

[45, 46, 47]. Besov norms are defined by (2).

∀f ∈ Ḃsp,q ‖f‖Ḃsp,q =

 +∞∑
j=−∞

2j(1−
1
p+s)q

[∑
n∈Z

2j
p
2 |〈f, ψjn〉|p

]q/p1/q

, (2)

where {ψjn} is the set of wavelet functions (j is the shifting factor and n the

scale). Using the fact that Ḃ1
1,1 ⊂ BV and G ⊂ Ḃ∞−1,∞, we can formulate a

Besov based variational decomposition model by

(û, v̂) = arg min
u∈Ḃ1

1,1,v∈Ḃ∞−1,∞

‖u‖Ḃ1
1,1

+ J∗B

(
v

µ

)
+ (2λ)−1‖f − (u+ v)‖L2 , (3)

where80

J∗B

(
v

µ

)
=

{
0 if ‖v‖Ḃ∞−1,∞

≤ µ
+∞ otherwise

. (4)

Such a model can easily be solved by iterating soft thresholding of the wavelet
coefficients. Denoting W(f) as the wavelet transform of f (we assume a real
transform) and Shrink(x, λ) = sign(x) max(0, x− λ), the numerical algorithm
can be resumed by Algorithm 1.

Algorithm 1 Besov based decomposition numerical algorithm.

Inputs: image to decompose f , parameters λ, µ, maximum number of itera-
tions Nmax
Initialization: n = 0, u0 = v0 = 0
repeat
vn+1 = f − un −W−1 (Shrink(W(f − un), 2µ))
un+1 =W−1

(
Shrink(W(f − vn+1), 2λ)

)
until max

(
‖un+1 − un‖L2 , ‖vn+1 − vn‖L2

)
< 10−6 or Nmax iterations are

reached
return un+1, vn+1

3.2. Spatio-temporal vector field decomposition85

We now extend the previous decomposition model to spatio-temporal vector
fields. We denote f(i, j, n) the input sequence of N frames where i, j are the
2D spatial variables and n is the frame number. The decomposition model can
be easily extended to 3D by simply using a 3D wavelet transform instead of the
2D transform, while the algorithm itself remains unchanged. In this paper, we
want to decompose vector fields corresponding to the estimated velocity from
frame to frame; hence the previous algorithm must be adapted for vector fields.
If we denote the spatio-temporal vector field v(i, j, n) = (v1(i, j, n), v2(i, j, n)),
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the first idea that comes to mind is to process the vector field components v1
and v2 separately and then recompose the final vector field. Unfortunately, this
approach does not perform well in some cases, like when one of the components
is oscillating while the other is constant. We need to process the vector field as
a single object. We can simply achieve this by rewriting the vector field as a
complex vector field, i.e

ṽ(i, j, n) = v1(i, j, n) + ıv2(i, j, n).

Now, we can use the same 3D decomposition algorithm if we change the standard
wavelet transform by a complex wavelet transform and then use the complex
version of the thresholding operator defined by

∀z = |z|eıθ ∈ C , CShrink(z, λ) = max(0, |z| − λ)eıθ.

We suggest a last modification to the algorithm to better take into account
geometric patterns with specific orientations. As shown in Figure 4, the pattern
associated to the moving object corresponds to a piecewise constant function
with a direction not parallel to the space axis. Therefore, it is of interest to
use a representation which takes into account such different orientations. The90

3D classic wavelet transform is built on a tensor approach, i.e. is separable
into three 1D transforms with respect to each axis. Hence the transform does
not take orientations into consideration. An alternative to the classic wavelet
transform is the curvelet transform [48, 49, 50, 51, 52, 53, 54] where the curvelet
filters are built on angular wedges in the 3D Fourier space. Since curvelets are95

wavelet type functions, it is possible to formalize curvelet-based Besov spaces
which we will denote Ċsp,q. Norms on these spaces are defined by

∀f ∈ Ċsp,q ‖f‖Ċsp,q =

 +∞∑
j=−∞

2j(1−
1
p+s)q

[∑
n∈Z

Ln∑
l=0

2j
p
2 |〈f, ρjln〉|p

]q/p1/q

,

(5)
where {ρjln} is the set of curvelet functions (j is the shifting factor, n the scale
and l the angular sector index where Ln is the number of angular sectors at the
scale n). We can then replace the use of Besov spaces Ḃsp,q by curvelet spaces100

Ċqp,q and the curvelet based decomposition model consists in solving model (6).

(û, v̂) = arg min
u∈Ċ1

1,1,v∈Ċ∞−1,∞

‖u‖Ċ1
1,1

+ J∗C

(
v

µ

)
+ (2λ)−1‖f − (u+ v)‖L2 , (6)

where

J∗C

(
v

µ

)
=

{
0 if ‖v‖Ċ∞−1,∞

≤ µ
+∞ otherwise

. (7)

If we denote C as the curvelet transform of f , the numerical algorithm that
solves model (6) is given in Algorithm 2.105
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Algorithm 2 Curvelet based decomposition numerical algorithm.

Inputs: image to decompose f , parameters λ, µ, maximum number of itera-
tions Nmax
Initialization: n = 0, u0 = v0 = 0
repeat
vn+1 = f − un − C−1 (CShrink(C(f − un), 2µ))
un+1 = C−1

(
CShrink(C(f − vn+1), 2λ)

)
until max

(
‖un+1 − un‖L2 , ‖vn+1 − vn‖L2

)
< 10−6 or Nmax iterations are

reached
return un+1, vn+1

4. Experimental results

4.1. Decomposition results

In this section, we present the results obtained from Algorithm 2 on the
sequences Car1, Car2 and Car4 from the OTIS dataset [36]. The algorithm was
implemented in Matlab and used the curvelet transform provided in the Curve-110

lab toolbox [55]. Regarding the choice of the parameters λ and µ, an automatic
estimation of these parameters is still an open problem. We experimentally
found that the choice λ = µ = 1 works well (and the final results were not sensi-
tive to small variations of these parameters) for all sequences used in this work
(we want emphasize that, a priori, this choice depends on the characteristics of115

the used images and may be adapted from one imaging system or acquisition
conditions to another) and hence was used in all our experiments (we believe
that this choice works because the “geometric flows” and “oscillating flows” are
very well separated, i.e their characteristics are very different). The maximum
number of iterations was fixed to Nmax = 5 (this choice was made on our ex-120

perience in 2D cartoon+textures decomposition models as well as to keep the
algorithm computationally tractable). Figures 5, 6 and 7 show the geometric
and oscillating components of the velocity vector fields corresponding to each
sequence (see the corresponding movies car1-dec.avi7, car2-dec.avi8 and car4-
dec.avi9 in the supplementary files), respectively. As expected, the geometric125

component highlighted the movement of the moving object while the oscillating
component contained the turbulent movement. Even in the Car2 sequence (in
which a small object moves close to the frame edge and is strongly affected by
the turbulence), the algorithm performs well. For comparison with Figure 4,
we provide the spatio-temporal plots for the extracted components in Figure 8.130

Again, it is obvious to see that the expected geometric patterns corresponding to
moving objects are enhanced in the geometric component, making them easier
to detect.

7http://jegilles.sdsu.edu/movies/VFD/car1-dec.avi
8http://jegilles.sdsu.edu/movies/VFD/car2-dec.avi
9http://jegilles.sdsu.edu/movies/VFD/car4-dec.avi
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Figure 5: Decomposition results on the OTIS Car1 sequence. The first column gives the
frame index, the second one corresponds to the geometric component and the third one to the
oscillating component.

4.2. Impact on the detection

Even if the purpose of this paper is not to focus on the detection and tracking135

steps, in this section we compare detections obtained from both the original flow
and from the geometric component of the flow. To do so we perform a simple
detection technique which consists in computing the magnitude of the vector
field and then threshold it. We manually set the thresholds in order to keep
enough pixels from the moving object while removing a maximum of outliers.140

Figures 9, 10 and 11 present the obtained results, as well as the groundtruths,
on the Car1, Car2 and Car4 sequences respectively. The Car1 and Car2 se-
quences are the easiest ones and only a few outliers appear from the original
flow. However, even if the size seems to be over estimated, only one object is
detected from the geometric component of the flow for both sequences. The145

Car2 sequence is the most challenging one since the target velocity is close to
the turbulence velocity and the target size is pretty small. If many outliers ap-
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Figure 6: Decomposition results on the OTIS Car2 sequence. The first column gives the
frame index, the second one corresponds to the geometric component and the third one to the
oscillating component.

pear when using the original flow, the proposed technique is capable of getting
rid of these outliers and only keep the expected moving object.

4.3. Influence of the used movement flow estimation technique150

In the previous sections, all experiments were performed by using the diffeo-
morphic Demons algorithm [6] to estimate the movement flows. In this section,
we study the influence of the choice of the flow estimation technique. We pro-
pose to run the same experiments as in the previous section but by using two
other movement flow estimation technique. We selected two optical-flow tech-155

niques: the classic multiscale Horn-Schunck approach [5],[7] and the more recent
TV −L1 model [8],[9]. We chose these techniques because they are popular tech-
niques and have different characteristics. The Horn-Schunck approach is widely
used in the image processing/computer vision community. It is based on the
assumption of intensity consistency from one frame to the next one. The multi-160
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Figure 7: Decomposition results on the OTIS Car4 sequence. The first column gives the
frame index, the second one corresponds to the geometric component and the third one to the
oscillating component.

scale framework is used to allow the algorithm to take care of large movements.
This model provides smooth flows and is sensitive to the presence of noise. The
TV − L1 model is a generalization of the Horn-Schunck model where the TV
regularization allows flows with discontinuity and the L1 data fidelity term per-
mits to drastically improve the stability against noise. The Demons algorithm165

corresponds to a completely different approach where the deformation flow is
expected to be a diffeomorphism which implies a certain level of smoothness of
the flow and captures very low magnitude flows. The results obtained by using
the Demons algorithm were already given in the previous section and correspond
to Figures 9,10 and 11. The results obtained while using the Horn-Schunck or170

TV −L1 optical flows are given in Figures 12,13 and 14, and Figures 15,16 and
17, respectively. We can observe that indeed the Horn-Schunck algorithm can
be highly perturbed by the presence of turbulence and sometime is not even
capable of capturing the moving target at all. The TV −L1 algorithm performs
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(a) Car1 - Geometric component (b) Car1 - Oscillating component

(c) Car2 - Geometric component (d) Car2 - Oscillating component

Figure 8: 3D spatio-temporal patterns visualization of the geometric and oscillating compo-
nents of the Car1 and Car2 sequences velocity vector fields.

quite well and may have an advantage over the Demons algorithm because, the175

moving target corresponds to a piecewise constant flow, the TV regularization
enhances such characteristic. Moreover, with the TV −L1 model, the turbulence
seems to have less impact on the “randomness” of the information in the flow.
Even if the TV − L1 looks to be better adapted for moving target detection
through turbulence purposes, we can still observe some outliers in the original180

flow which are completely removed by our decomposition algorithm.

4.4. Comparison with background subtraction technique

Due to their simplicity, background subtraction techniques are the most
common methods used to detect moving objects. In [27], Chen et al. proposed
to use this type of approach with an adaptive threshold in order to distin-185

guish turbulence induced moving pixels and a moving target. Then combined
with a specific tracking algorithm, they obtain satisfactory results. Since in
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Figure 9: Detection results on the Car1 sequence using the Demons flow. The left column
is the groundtruth, the middle and right columns give the detected object from the original
movement flow and geometric component of the flow, respectively.
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Figure 10: Detection results on the Car2 sequence using the Demons flow. The left column
is the groundtruth, the middle and right columns give the detected object from the original
movement flow and geometric component of the flow, respectively.

this paper, we do not investigate the final tracking step, we only compare
our detection results (using the TV − L1 optical flow algorithm) with the
background subtraction detection step as proposed in [27]. The results are190

provided in Figures 18,19 and 20, respectively. We also invite the reader to
watch the movies corresponding to the detections based on the original TV −
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Figure 11: Detection results on the Car4 sequence using the Demons flow. The left column
is the groundtruth, the middle and right columns give the detected object from the original
movement flow and geometric component of the flow, respectively.
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Figure 12: Detection results on the Car1 sequence using the Horn-Schunck optical flow. The
left column is the groundtruth, the middle and right columns give the detected object from
the original movement flow and geometric component of the flow, respectively.

L1 flow (car1-ODetect.avi10, car2-ODetect.avi11, car4-ODetect.avi12), the geo-

10http://jegilles.sdsu.edu/movies/VFD/car1-ODetect.avi
11http://jegilles.sdsu.edu/movies/VFD/car2-ODetect.avi
12http://jegilles.sdsu.edu/movies/VFD/car4-ODetect.avi
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Figure 13: Detection results on the Car2 sequence using the Horn-Schunck optical flow. The
left column is the groundtruth, the middle and right columns give the detected object from
the original movement flow and geometric component of the flow, respectively.
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Figure 14: Detection results on the Car4 sequence using the Horn-Schunck optical flow. The
left column is the groundtruth, the middle and right columns give the detected object from
the original movement flow and geometric component of the flow, respectively.

metric component (car1-UDetect.avi13, car2-UDetect.avi14, car4-UDetect.avi15)

13http://jegilles.sdsu.edu/movies/VFD/car1-UDetect.avi
14http://jegilles.sdsu.edu/movies/VFD/car2-UDetect.avi
15http://jegilles.sdsu.edu/movies/VFD/car4-UDetect.avi
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Figure 15: Detection results on the Car1 sequence using the TV − L1 optical flow. The left
column is the groundtruth, the middle and right columns give the detected object from the
original movement flow and geometric component of the flow, respectively.
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Figure 16: Detection results on the Car2 sequence using the TV − L1 optical flow. The left
column is the groundtruth, the middle and right columns give the detected object from the
original movement flow and geometric component of the flow, respectively.

and Chen et al algorithm (car1-ChenDetect.avi16, car2-ChenDetect.avi17, car4-195

ChenDetect.avi18). If Chen et al algorithm performs well in most cases, we can

16http://jegilles.sdsu.edu/movies/VFD/car1-ChenDetect.avi
17http://jegilles.sdsu.edu/movies/VFD/car2-ChenDetect.avi
18http://jegilles.sdsu.edu/movies/VFD/car4-ChenDetect.avi
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Figure 17: Detection results on the Car4 sequence using the TV − L1 optical flow. The left
column is the groundtruth, the middle and right columns give the detected object from the
original movement flow and geometric component of the flow, respectively.
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Figure 18: Comparison with Chen et al. background subtraction approach on the Car1
sequence. The left column is the groundtruth, the middle and right columns give Chen’s
results and our algorithm, respectively.

notice two major drawbacks. First, on the hardest sequence (Car2), many out-
liers are still present in the image. Second, sometimes the moving object is not
detected at all, this could be a serious problem for a tracking algorithm which
comes next since that “breaks” the trajectory continuity. Our method clearly200

outperforms Chen et al algorithm as it detects continuous trajectory without
any outliers.
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Figure 19: Comparison with Chen et al. background subtraction approach on the Car2
sequence. The left column is the groundtruth, the middle and right columns give Chen’s
results and our algorithm, respectively.
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Figure 20: Comparison with Chen et al. background subtraction approach on the Car4
sequence. The left column is the groundtruth, the middle and right columns give Chen’s
results and our algorithm, respectively.

5. Conclusions

In this paper, we addressed the detection of moving objects when observa-
tions are impacted by the atmospheric turbulence. We presented a new geomet-205

ric point of view where consistent movement of objects corresponds to piecewise
constant patterns in the 3D spatio-temporal velocity field while turbulence has
an oscillating behavior. We thus extended existing decomposition methods to
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process vector fields. We want to emphasize that if a simple temporal filtering
could be able to extract part of the expected target, our approach will give210

better results since the regularization applies with respect to both space and
time. Moreover, a linear filtering will necessarily blur the area corresponding
to a potential target while the geometric component provided by our approach
keep sharp edges. The experiments show that the proposed algorithm is capable
of separating the two kinds of movement to clearly improve the detection results215

which will make the tracking easier to perform. The proposed algorithm could
be easily generalized to any type of vector fields and in any dimension (up to
the code availability to perform the wavelet/curvelet transform in higher dimen-
sions). Other potential applications could be in the analysis of experimentally
acquired fluid velocities in order to characterize mechanical properties. In terms220

of future work, we will investigate the use of the recently-developed empirical
wavelet transform [56, 57] that permits to have an adaptive curvelet represen-
tation. Unfortunately, the 3D version of that transform is not yet available and
we are currently developing the code for the 3D version of this transform.
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